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You can distribute the following freely for non-commercial use provided you retain the credit to me and periodically send me appreciative e-mails.

(Appreciate e-mails are useful in promotion and tenure applications, eh!)
READER BEWARE - undergrads should read with caution - sometimes the advice re writing and analysis here contradicts what is advised in your courses.  Obviously you must follow the advice given in courses.  The discrepancies could be because 1) undergrad stats is an idealized version of reality whereas postgrads grapple with real data and publication pressure 2) statistical decision-making requires personal choices and different profs & practitioners may differ.
A wise practice for any write-up is to scan the intended publication outlet (the journal, other theses in the same lab, etc.) and try to find 3 or 4 examples of how the analysis has been written up before there.

What is standard multiple regression?
It is a technique whereby a set of continuous or categorical variables are used to ‘predict’ a continuous dependent variable.  Causality is inferred on theoretical grounds.
Writing up standard multiple regression


A write-up for standard multiple regression typically has three parts: the text and two tables.  

· Table 1 shows the uncentered means of all IVs and DVs, the standard deviations, and the inter-correlations among the variables.

· Table 2 shows the beta coefficients for each IV for each DV (or you can have separate tables for each DV), along with the final model R2 for each DV.

· The write-up begins with an overview paragraph under the heading ‘design’ or ‘overview’ describing the analysis, centering, coding, treatment of missing variables and outliers, and zero-order correlations, and referring the reader to Tables 1 and 2.  (NB you don’t have to center as long as you’re not creating interactions, but it’s usually a good idea – it makes the constant more meaningful, for example).  Then there are often separate sections of the results for each DV.  It is noted whether the variables in the model accounted for significant variance, and R2 and F statistics are given.  Some comment is made about the coefficients; generally β and p values are reported (more rarely unstandardised b coefficients and s.e., or t-values as well; don’t do this unless it’s normative for the journal to which you’re submitting).  

How to do this in SPSS

1. Look at the variables

2. Center the continuous variables and recode categorical so zero is meaningful.

3. Look at correlation of IVs and DVs.

4. Run a standard MR for each DV.

1. Use analyse > descriptive > frequencies to get descriptive statistics and histograms for the data.  Have a look for errors and violations of assumptions.  Never skip this step.  Regression analysis is sensitive to outliers and excessive skew/kurtosis (which make results unstable and/or low power).
FREQUENCIES

  VARIABLES=iv1 iv2 iv3 gender group dv1 dv2

  /STATISTICS=STDDEV MINIMUM MAXIMUM SEMEAN MEAN MEDIAN SKEWNESS  SESKEW

  KURTOSIS SEKURT

  /HISTOGRAM

  /ORDER=  ANALYSIS .

· The DV should be normally distributed, otherwise your results may be unstable and/or low power.  Consider transforming your DV or using another technique like logistic regression.

· Categorical variables should be two levels ONLY otherwise the results are meaningless.  If you have k groups, include k – 1 categorical variables.

2.  Centering continuous variables and recoding for meaningful zeroes is optional for standard multiple regression but a good habit to get into.  It increases the interpretability of coefficients and the constant in regression, and to the extent that the IVs interact it reduces multi-collinearity.

Calculate centered scores for all IVs by subtracting the mean:  I like to use c_ as a prefix indicating it’s a centered score.  Work in the syntax window (too much time otherwise going through compute).

iv1 iv2 iv3 gender group dv1 dv2
Compute c_iv1 = iv1 – [numerical mean as seen in output for correlations or freq above].

Compute c_iv2 = iv2 – [numerical mean as seen in output].

Compute c_iv3 = iv3 – [numerical mean as seen in output].

execute.

It is good practice to recode the categorical variables so that they have meaningful zero points and only two levels.  I do not recommend using 1, 2; this has a bad effect on the constant / graphs, etc., and creates a problem of interpretation to the extent that there are any interaction effects involving this variable.  Do not use 0, 1 unless the zero group is a baseline or reference group.  I recommend 1, -1 unless you have thought deeply about alternatives.  However, if you have extremely unequal n in the two levels you probably should think deeply about alternatives and go with weighted effect coding (e.g., for 75% women, women = +.25 and men -.75).  See Aiken and West (1991) on this point.

If (gender=2) women = 1 .

If (gender=1) women = -1 .

Execute.

*assuming the original coding was women are 2, men 1, this creates a two-group *categorical IV where +1 are women and -1 are men.  Note that the new variable has a direction label so you can tell what high scores mean.  The sig of the variable tells if women have different DV scores than men controlling for the other variables.
For our group variable, if there are 3 groups, we need to create two (k-1) variables for the regression.  
*The first one:
If (group=1) grp1vs23 = 2 .

If (group>1) grp1vs23 = -1 .

Execute.

*creates a contrast code comparing the first group (e.g., a control condition) to the last two.  Another way of doing the same thing is:
If (group=1) grp1vs23 = 2 .

If (group=2) grp1vs23 = -1 .

If (group=3) grp1vs23 = -1 .
Syntax for the second contrast code:

If (group=1) grp2vs3 = 0 .

If (group=2) grp2vs3 = 1 .

If (group=3) grp2vs3 = -1 .

*creates a contrast code comparing the latter two groups to each other.

Execute .

*you pick contrasts that are orthogonal to each other and based on theory.

If there is one meaningful baseline or reference group such as a control condition, you can use dummy coding (0,1) to compare each condition to the controls:

If (group=1) dum2v1 = 0 .

If (group=1) dum3v1 = 0 .

If (group=2) dum2v1 = 1 .

If (group=2) dum3v1 = 0 .

If (group=3) dum2v1 = 0 .

If (group=3) dum3v1 = 1 .
Execute.
*Usually dummy codes less useful than contrast codes in my opinion.

FREQUENCIES

  VARIABLES=c_iv1 c_iv2 c_iv3  women grp1vs23 grp2vs3 

  /STATISTICS=STDDEV MINIMUM MAXIMUM SEMEAN MEAN MEDIAN SKEWNESS SESKEW

  KURTOSIS SEKURT

  /HISTOGRAM

  /ORDER=  ANALYSIS .

*Always check your newly created variables to see if they have reasonable (near zero) means and standard deviations.
You don’t center the DVs as this serves no statistical purpose.  (However, if you do center the DVs, nothing bad happens – you get the exact same regression results.)
2. Check out the inter-correlations among the IVs now and save yourself some trouble.  You can use this syntax to create Table 1. 
· IVs should be uncorrelated, otherwise your results may be unstable and/or low power.  A rule of thumb is anything over .3 you should ponder whether there’s mediation happening or whether the two IVs are tapping the same thing & could be averaged.  See Tabachnick and Fidell (1996) on this point.  Based on theoretical grounds, correlated IVs should be combined (e.g.,if they are multiple measures of the same construct, in your theoretically informed opinion, they can be averaged). OR some IVs should be dropped (the less reliable ones, usually) OR mediation analyses should be performed (if there is a meaningful causal chain).

· IVs should be correlated with the DVs.  However, under some circumstances your zero-order correlations of IVs with the DVs need not be sig.  If the correlations are ns, but if you get significant regression coefficients for the IV -> DV when other variables are controlled for, you’re still ok.  It means that heaps of variance in the DV is linked to the other variables and needs to be accounted for before the effects of IV are detectable.  In this sense you need to control for the other IVs before the effect is detected; the other IVs are serving as control variables.  The ns zero-order correlation and sig coefficient could also signal a suppression model (in which the IV has two effects on the DV, one positive and one negative – but we will deal with this in the mediation workshop).
1. Analyze > Correlate > Bivariate

2. enter all (recoded and centered) IVs and DVs

3. click options > “Exclude cases listwise” and in the same window “Means and standard deviations” > continue

4. click paste

CORRELATIONS

  /VARIABLES= iv1 iv2 iv3 gender group dv1 dv2

  /PRINT=TWOTAIL NOSIG

  /STATISTICS DESCRIPTIVES

  /MISSING=LISTWISE .

Run this syntax.  Use the means and standard deviations and inter-correlations to form Table 1.  Often Table 1 also contains the scale reliabilities in the diagonal.  You get this from earlier reliability analyses when you created the scales.

Note that the correlations syntax has missing=listwise not pairwise – that ensures that cases with missing values from any variable are deleted from the table, as they are from the regression model.

4.  Then you conduct a multiple regression with the IVs on each DV.

Analyze > Regression > Linear

Select the DV and put it into the dependent box.

Select the recoded and centered IVs and put them into the independent(s) box.

Click on statistics and tick descriptives part and partial correlations collinearity diagnostics durbin-watson and casewise diagnostics.  (I also always tick R2 change too; you don’t need it in standard MR but it’s a good habit to be in.)

Click on plots and tick histogram and normal probability plot.  Also put zresid in the Y box and zpred in the X box and hit continue.

Hit paste.
REGRESSION

  /DESCRIPTIVES MEAN STDDEV CORR SIG N

  /MISSING LISTWISE

  /STATISTICS COEFF OUTS R ANOVA COLLIN TOL CHANGE ZPP

  /CRITERIA=PIN(.05) POUT(.10)

  /NOORIGIN

  /DEPENDENT dv1

  /METHOD=ENTER c_iv c_iv2 c_cont1 c_cont2 women grp1vs23 grp2vs3 

  /SCATTERPLOT=(*ZRESID ,*ZPRED )

  /RESIDUALS DURBIN HIST(ZRESID) NORM(ZRESID)

  /CASEWISE PLOT(ZRESID) OUTLIERS(3) .

*Recent SPSS models allow you to add DVs manually to the dependent line.  If you type in “ dv2” next to dv1, in the syntax above (nb you need a space between them), it will run the same model on each of the two DVs.

Table 2 and the textual write-up are created based on the output from this analysis. 
A typical layout for Table 2 has the IVs down the left hand side and columns for each DV.   The beta is reported for each IV in the appropriate column and starred for significance.  A note underneath reports that * p < .05, etc..  Underneath the IVs, there is a blank row and then a row for Model R2, which is also reported for each DV and starred for significance.

You also report the R2 for the model and the coefficients in the text.  
E.g., “The model accounted for significant variance in DV1, R2=, F=.  Inspection of the coefficients revealed that IV1 had a significant effect, β=, p= , and so did IV2, β=, p=.   IV3 had no unique effect, however, beta=,p=.  Women had significantly [higher/lower] DV1 scores than men, β=, p=.  Ps in the control condition reported sig lower scores than those in the treatment groups, beta=,p=, which did not differ from each other, beta=,p=.”
Some things to note:

· If there are a heap of different IVs and DVs, you might only report the model R2 and beta and p for the key variables and refer readers to the table for the other variables (e.g., a heap of controls).

· The correlation table in the regression output above applies one-tailed tests to the associations among the IVs and the DV, for no apparent reason – that is, the p-values will be only half the correct p-value given in the correlation syntax above.  You should use the more conservative (two-tailed) p-values from the original output.

· There should be no outliers noted in the output – outliers make your results unstable and/or less powerful.  If there are outliers, save the data file, then use ‘save as’ to create a new file called ‘no outs’ or some such, delete the outliers, and rerun the analyses.  The number of multivariate outliers deleted is usually reported in the design or overview paragraph.  There is usually a sentence or footnote indicating whether the results change if the outliers are left in and describing the changes if any.
· Your histogram of residuals should be normal.  As well as in the casewise diagnostics, outliers will also show up in the graphs.  The scatterplot of predicted scores vs residuals should be roughly circular (i.e., no correlations – otherwise there’s an apparent violation of homoscedasticity).  Skewed residuals in the histogram also indicate violations of the assumptions of regression.  Your probability plot should also be a straight line diagonal.  If there are violations of the assumption of regression you can do things like transform variables, consider interaction terms, etc – see Tabachnick and Fidel on this point.

