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You can distribute the following freely for non-commercial use provided you retain the credit to me and periodically send me appreciative e-mails.

(Appreciate e-mails are useful in promotion and tenure applications, eh!)
READER BEWARE - Undergrads should read with caution - sometimes the advice re writing and analysis here contradicts what is advised in your courses.  Obviously you must follow the advice given in your courses.  The discrepancies could arise because 1) undergrad stats is an idealized version of reality whereas postgrads (graduate students) grapple with real data and publication pressure; but also, 2) statistical decision-making requires personal choices and different profs & practitioners may differ. Also NB writing up any kind of analysis is a field-specific exercise, so you should always check previous theses in your advisor’s lab and/or articles in the journal to which you are submitting.

This write-up guidance also assumes that you have a basic understanding of power as the probability of correctly rejecting a false Ho, and that you understand that power is a function of many variables, including which test is chosen, the sample size, the variance of the variables (which has a population component and a sample component), the effect sizes for the relationships you are testing (ditto), and the other variables (if any) which you are partialling out of the relationships you are testing.  If you lack this basic understanding, DL and read the ppt file associated with this doc from http://www.psy.uq.edu.au/~wlouis .
After all these caveats, here are some examples below, with brief comments.  These are drawn from papers which I found online through Google and/or in my own files and/or were provided by colleagues.  The purpose of these examples is both to let you know the range of things you can get away with (!), and to model write-ups that are more versus less intelligible from the point of view of the stats involved.  It is of course the case that many stats which are relatively useless/ uninterpretable can be required reporting in certain sub-disciplines because of historical norms (e.g., partial eta squared).
EXAMPLES FROM T-TESTS AND ANOVA
As a general statement, I would say that power analyses are most useful when they clearly report the parameters used to generate the stats (particularly the effect size modelled and the source of effect size estimate).  Useful power analysis reporting is more common in ANOVA, but it is still relatively rare.  You often get an estimate of power without reported alpha, N, and effect size estimates, or without knowing the source of the effect size estimates.

A key issue is to avoid too much complexity in the case of higher-order designs.  Technically, each effect has its own power analysis – so in an omnibus 3-way ANOVA, there are power estimates for each IV, interaction, and follow-up test.  Rarely would one put them all in.  In general, I recommend that key comparisons should be pulled out rather than reporting power analyses across the entire data set.  The global power reports are quite difficult to interpret meaningfully.
Some examples from the literature (chosen arbitrarily):

1. Christensen, A. J., Moran, P. J., Wiebe, J. S., Ehlers, S. L., & Lawnton, W. J. (2002).  Effect of a behavioral self-regulation intervention on patient adherence in hemodialysis.  Health Psychology, 21 (4), 393-397.
In the limitations section in the discussion (p. 397), the authors write:
Finally, limited statistical power because of the

modest sample size in the present study (N = 40) may have played

a role in limiting the significance of some of the statistical comparisons

conducted. A post hoc power analysis revealed that on the

basis of the mean, between-groups comparison effect size observed

in the present study (d = .47), an n of approximately 65

would be needed to obtain statistical power at the recommended

.80 level (Cohen, 1988).
What I like here is how the authors simplify the multiple possible power analyses they could report from a 2x3 mixed ANOVA design (recall that each effect in ANOVA has its own potential power) and focus on one key theoretical comparison.  This is advisable, on many levels!
2. Kaup, B., & Zwaan, R. A. (2003).  Effects of negation and situational presence on the accessibility of text information. Journal of Experimental Psychology: Learning, Memory and Cognition, 29(3), 439-446.
From the general discussion (p. 444) of a paper reporting 2 expts, with multiple factorial ANOVAs:

The null result of negation in Experiment 2 seems particularly

relevant to the overall interpretation of the results. We therefore

conducted a post hoc power analysis with the program G*Power

(Erdfelder, Faul, & Buchner, 1996) to find out whether our design

in Experiment 2 had enough power to detect an effect of negation.

As already discussed, the significant main effect of negation observed

in Experiment 1 was primarily due to the differences in the

two present conditions. The effect size of this particular contrast

was 0.55 (i.e., a large effect, according to Cohen’s, 1977, effect

size conventions). The power to detect an effect of this size in the

two present conditions of Experiment 2 was determined to be 0.98,

critical t(46) = 1.68; observed t(46) = 0.80, p =.40. The power to

detect a medium-sized effect (f = 0.25; cf. Cohen, 1977), however,

was determined to be 0.52. Thus, we cannot completely rule out

that there was a small or medium-sized effect of negation in the

two present conditions of Experiment 2. What we can rule out,

however, is that there was an effect of negation that is comparable

in size to the one observed in Experiment 1.
Observe how again, the reported power analysis is not of all possible effects in the design, but grounded in a particular question about the key result / theoretical issue.  NB also the specification of effect size parameters in the power analysis, with the source of effect size estimates clearly given.

3. Smeets, T., Leppink, J., Jelicic, M., & Merckelbach, H. (2009).  Shortened versions of the  Gudjonsson Suggestibility Scale meet the standards.  Legal and Criminological Psychology, 14, 149–155.
In the results section, after ns results in a series of one-way ANOVAs (pp. 152-153):

To check whether our non-significant results were due to a lack of statistical power,

we conducted post hoc power analyses using GPower (Faul & Erdfelder, 1992; for a full

description, see Erdfelder, Faul, & Buchner, 1996) with power (1 - β) set at 0.80 and

α = 05, two-tailed. This showed us that sample sizes would have to increase up to

N = 296, 1,668, 660 and 388 for yield 1, yield 2, shift and total scores, respectively, in

order for group differences to reach statistical significance at the .05 level. Thus, it is

unlikely that our negative findings can be attributed to a limited sample size.

This is quite good – nb the clear specification of parameters, and the punchy comparison across multiple dvs. But note also how the interpretation rests on an implicit convention within the authors’ field that Ns of 296+ are unreasonably large.  Within other subdisciplines which do expect large N, one would not make this case successfully.
4. Taylor, J. (2004).  Electrodermal reactivity and its association to substance use disorders.  Psychophysiology, 41, 982-989.
Effect sizes fromthe Taylor et al. study between the good

and poor modulators were 0.54 and 2.00 for cannabis and alcohol

dependence symptoms, respectively, supporting the expectation

for relatively large effects (under guidelines from

Cohen, 1988). A power analysis using the Gpower computer

program (Faul & Erdfelder, 1998) indicated that a total sample

of 56 people would be needed to detect large effects (d=.8) with

90% power using a t test between means with alpha at .05. A

total sample of 43 people would be needed to detect large effects

(d=.5) with 90% power using chi-square.
Again, this one can be praised for clearly specifying parameters including the source of the effect size estimates (the Taylor et al study which had been referenced earlier in the paragraph).  We also see the specification of different levels of power for different analyses, which is interesting.

5. Waylen, A. E., Horswill, M. S., Alexander, J. L., & McKenna, F. P. (2004).  Do expert drivers have a reduced illusion of superiority?  Transportation Research Part F, 7, 323-331.

The study involves comparing two groups of drivers across 18 different variables, and the paper reports in Table format a series of 30+ t-tests.  In the method section (p. 328) we see:

Power analysis indicated a 95% chance of detecting a large effect

size and a 61% chance of detecting a medium effect size (defined by Cohen, 1992, as .8 and .5 of a population standard deviation between the means respectively) between the two groups as significant at the 5% level (two tailed). For 1 sample t-tests, power analyses indicated that there was a 94% chance for the expert group and an 85% chance for the novice group of detecting a medium effect size significant at the 5% level (two tailed).
Here again, we see a clear identification of effect size standards, but it is notable that the source of the effect size estimates is unspecified and thus presumably a summary across all of the variables and comparisons involved, each of whom would actually yield a different effect size and power judgement.  To the extent that some variables are inter-correlated, and/or of greater or lesser theoretical importance, these global statements about the study become increasingly difficult for other readers to interpret.
In the results section (p. 329):

There was no significant difference between the mean

biases of experts and novices, t(78) = -.149, p = .882, Cohen’s d = 0.03. Power analysis revealed

that in order for an effect of this size to be detected (80% chance) as significant at the 5% level,

a sample of 34886 participants would be required.

This is quite clear and interpretable.  Again, an implicit argument is mounted that the n required to find the effect is unreasonably large, but in this case (34k+ participants), there would be virtually no subdiscipline which would not agree. :)

CORRELATION AND REGRESSION DESIGNS
Post hoc power analyses in regression are more often that not useless, from the point of view of statistics.  But as noted above, there are a wide range of things that might be expected of you by reviewers within certain subdisciplines or journals, because of historical norms.

1.  Krosnick, J. A., Anand, S. N., & Hartl, S. P. (2003).  Psychosocial predictors of heavy television viewing among pre-adolescents and adolescents.  Basic And Applied Social Psychology, 25(2), 87-110.
As part of the method section for Study 2 (p. 96):

Analysis. Ordinary least squares regressions were per-

formed predicting television viewing. A separate regression

was conducted with each year's data set, and another regres-

sion was conducted using data from all years combined (see

Table 2). A post hoc power analysis revealed that for each

year and combined across years, standardized regression co-

efficients of .04 could be detected at/? < .05, one-tailed at a

power of greater than .99.

This is pretty difficult to interpret.  Notice that a generic statement is made about the regression analyses without specifying the variables involved.  The statement thus implicitly refers to the overall power of the regression model, whereas within the same study, quite different power levels would be observed for different variables, depending on their standard deviations, and sizes of the inter-relationships with other IVs and with the DVs.  For example one could have a heap of strong control variables, with a weak critical IV, and still have a strong (and therefore high power) overall model.

There are also no apparent power statements in the ms about Studies 1 and 3.  This is the kind of power report which is a common outcome of a cranky reviewer who was worried about the non-significance of a favourite variable within S2. ;)
3.  Lightsey Jr., O. R., & Barnes, P. W. (2007).  Discrimination, attributional tendencies, generalized self-efficacy, and assertiveness as predictors of psychological distress among African Americans.  Journal of Black Psychology, 33(1), 27-50.
From the results section (pp. 40-41):

Table 2 presents results of hierarchical multiple regression, which was used

for testing Hypotheses 1 through 7 (Cohen & Cohen, 1983). Age, discrimination,

and TAND were entered on Step 1, GSE and assertiveness were

entered on Step 2, and the interaction terms (Discrimination GSE,

Discrimination Assertiveness, TAND GSE, and TAND Assertiveness,

respectively) were entered in Step 3. All terms in regressions were centered to

reduce multicollinearity. Two cases with standardized residuals 3 or more SDs

from the mean were removed, and three additional cases with large Cook’s

distance or centered leverage value (typically greater than 4 SDs from the

mean on one or both indices) were also removed. Post hoc power analysis

indicated that the power to detect obtained effects at the .001 level was .99 for

the overall regression in prediction of distress. Power to detect a hypothesized

incremental effect size of .05 (a small effect) at the .05 level in the final step

of this regression was .89. Variable inflation factors were below 1.5, indicating

no problematic multicollinearity.

The block of variables entered at Step 1 was significant, ΔR2 .14, F(3, 186)

9.84, p .001 … However, no interaction terms were significant at Step 3, indicating

that Hypotheses 4 through 7 were not supported. Overall, greater age, lower

discrimination, higher GSE, and higher assertiveness predicted lower psychological

distress. Statistical power to detect the effect of GSE and assertiveness

at Step 2 with an alpha of .05 was greater than .99. A priori power analysis

indicated that a sample size of 160 would be sufficient to detect a significant

interaction effect at Step 3 with a power of .90 and an alpha of .05.

Again, we see a statement about the post hoc power of the model in paragraph 1, which is quite difficult to interpret in the absence of other information.  The authors also pick out a report for very high power to detect an interaction which was ns.  NB the belated inclusion of a priori power analysis reporting in the final paragraph without specifying the effect size which was presumed for the interaction term, or the source of that estimate.
2.  Volk, A., & Quinsey, V. L. (2002).  The influence of infant facial cues on adoption preferences.  Human Nature, 13 (4), 437-455.
From the ‘participants’ section in the method (p. 441):

The minimum number of participants required was determined by an a

priori power analysis (Gpower: Faul and Erfelder 1992). A total of 152 participants

(all Caucasian) were included in the data analysis.

This statement is quite difficult to interpret given an absence of clarity about the variables considered, the effect size estimates, and the source of the effect size estimates.

Then in the results section (p. 443):

Post-hoc power analysis showed that, assuming each average

correlation included 3,040 data points, a single-sample t-test with an effect

size of r = .05 yielded I - ~ = 0.86 (Gpower: Faul and Erfelder 1992).

This is an interesting report to consider, because the 3040 data points boil down to 76 participants each considering 40 stimuli.  Non-independence could be an issue in the eyes of some readers.
Then in the discussion on page 447:

To begin with, all of the zero-order average correlations were significantly

different from zero. Owing to the high statistical power, caution is

recommended before placing too great a significance on the results without

also considering effect sizes.

I like this statement because it brings up the problem of ‘too much power’ – an issue that rarely comes up for undergrads and postgrads in experimental psych but which is quite frequent if you are working in areas like population health with 1000s of participants common in each sample.  Much more can be said here – consult your colleagues/advisors about how to pitch ignoring a significant but trivial effect.
3. LaMarre, H. L., Landreville, K. D., & Beam, M. A. (2009).  The irony of satire: Political ideology and the motivation to see what you want to see in The Colbert Report.  International Journal of Press/Politics, 14(2), 212-231.
From the method section (p. 222):

Post Hoc Statistical Power Analysis

A post hoc power analysis was conducted using the software package, GPower

(Faul and Erdfelder 1992). The sample size of 322 was used for the statistical power

analyses and a 7 predictor variable equation was used as a baseline. The recommended

effect sizes used for this assessment were as follows: small (f 2 = .02),

medium (f 2 = .15), and large (f 2 = .35) (see Cohen 1977). The alpha level used for

this analysis was p < .05. The post hoc analyses revealed the statistical power for this

study was .40 for detecting a small effect, whereas the power exceeded .99 for the

detection of a moderate to large effect size. Thus, there was more than adequate

power (i.e., power * .80) at the moderate to large effect size level, but less than adequate

statistical power at the small effect size level.

The in the results section (p. 223) they go on:

Similarly, results for the perception

of Colbert’s political party identity (Hypothesis 3) revealed that individuallevel

conservatism marginally positively predicted perceptions that Stephen Colbert

was a Republican (B =.089, SE = .047, p = .06) (Table 3). Recalling the post hoc

power analysis revealed low power for finding small effects, we believe that this

finding would have a stronger level of significance given more statistical power.

Here we see a more interpretable post-hoc power report for MR which includes specification of the effect sizes used as well as a description of the parameters of the analysis modeled.  This is a proactive attempt to justify interpreting the marginal effect on p. 223, but would probably fly for reviewers in many journals.
Grant Applications

A priori power calculations are generally valued in grant applications, but the word limits generally result in a lack of clarity re parameters used and source of estimates, which means they are frequently useless gestures to readers.  In two previous (successful) grant applications to the Australian Research Council in social psychology I have used the vague statement:

Sample sizes are estimated on the basis of 50 respondents per laboratory condition, which is adequate to conduct mediational analyses with effects of moderate size.
Note the total lack of useful parameters and citations for the dubious assertion!  But any reviewer in social would generally read this, shrug, and think it sounds reasonable, which is its purpose. ;) 

A priori power analysis reporting is particularly field-specific – for grant apps, you REALLY need to consult other successful grant applications in your subdiscipline in recent years.  More detail is required in NHMRC applications in Australia, for example.

Pointers re other useful refs:
· Cohen is the leader of the pro-power forces.  He is clear, readable, and has set many of the standards of interpretation re effect size, etc..  His Cohen (1988) book is in the library and there is also an article in Psych Bull: Cohen, J. (1992).  A power primer.  Psychological Bulletin, 112(1), 155-159.
· The anti-power forces are generally grumbling from the margins, but one more eminent ref is Chow (1991) in American Psychologist.  (Thanks to Jason T. for this one.) This is a one page paper ‘Some reservations about power analysis’ (p. 1088).  In general though, I recommend that if you are asked for power analyses, just steel yourself to jump through the hoops.  Postgrads/grad students should not try to change the conventions of the discipline; I reckon you often need a lot more seniority and status to be credible.  And even if people secretly agree with you, it can end up detracting from the attention paid to the substantive content of your paper / thesis if you position yourself as a deviant statistical warrior.  It becomes one of the things people can use to heuristically dismiss your entire study, esp if you have a controversial null finding.  So, choose your battles, eh.
· G*power3 has a 2007 ref to be cited: Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G*Power 3: A flexible statistical power analysis program for the social, behavioral, and biomedical sciences. Behavior Research Methods, 39, 175-191.   It is online here:  http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/download-and-register/Dokumente/GPower3-BRM-Paper.pdf (just google gpower and go to the page for downloading Gpower3.  And their site has a list of other power refs here:
 

http://www.psycho.uni-duesseldorf.de/aap/projects/gpower/literature.html .
Ok, hope that helps!  Comment and feedback is most welcome, esp. re other power analysis write-up models, such as normatively appropriate ones for different subdisciplines.  Appreciative e-mails  also welcome just to know if and how it’s useful.  Cheers,

Winnifred

w.louis@psy.uq.edu.au .

